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A widely accepted management principle is that an activity cannot be managed if it cannot be
measured.

For each performance study, a set of performance criteria or metrics must be chosen. One way to
prepare this set is to list the services offered by the system. For each service request made to the
system, there are several possible outcomes.

It helps to understand what metrics are by drawing a distinction between metrics and measurements.
Measurements provide single-point-in-time views of specific, discrete factors, while metrics are
derived by comparing to a predetermined baseline two or more measurements taken over time.

Measurements are generated by counting; metrics are generated from analysis. In other words,
measurements are objective raw data and metrics are either objective or subjective human
interpretations of those data.

Good metrics are those that are SMART, i.e. specific, measurable, attainable, repeatable, and time-
dependent, according to George Jelen of the International Systems Security Engineering Association.

Truly useful metrics indicate the degree to which performance goals, are being met, and they drive
actions taken to improve an organization’s overall performance program. Distinguishing metrics
meaningful primarily to those with direct responsibility for performance management from those
that speak directly to executive management interests and issues is critical to development of an
effective performance metrics program.
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These measurement strategies, however, do not necessarily imply good metrics. In fact, many of
them are biased, subjective, and not repeatable. If measurements are instantaneous snap-shots of a
particular parameter, then metrics are more complete pictures, typically comprised of several
measurements, baselines, and other supporting information that provide context for interpreting the
measurements. Good metrics are goal oriented and exhibit, according to George Jelen of the
International Systems Security Engineering Association, SMART characteristics: Specific,
Measurable, Attainable, Repeatable, and Time dependent.
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Generally, these outcomes can be classified into three categories:

The system may perform the service correctly, incorrectly, or refuse to perform the service.

If the system performs the service correctly, its performance is measured by the time taken to
perform the service, the rate at which the service is performed, and the resources consumed while
performing the service. These three metrics related to time-rate-resource for successful
performance are also called responsiveness, productivity, and utilization metrics, respectively. For
example, the responsiveness of a network gateway is measured by its response time—the time
interval between arrival of a packet and its successful delivery. The gateway’s productivity is
measured by its throughput—the number of packets forwarded per unit of time. The utilization gives
an indication of the percentage of time the resources of the gateway are busy for the given load level.
The resource with the highest utilization is called the bottleneck. Performance optimizations at this
resource offer the highest payoff. Finding the utilization of various resources inside the system is
thus an important part of performance evaluation.

If the system performs the service incorrectly, an error is said to have occurred. It is helpful to
classify errors and to determine the probabilities of each class of errors. For example, in the case of
the gateway, we may want to find the probability of single-bit errors, two-bit errors, and so on. We
may also want to find the probability of a packet being partially delivered (fragment).

If the system does not perform the service, it is said to be down, failed, or unavailable. Once again, it
is helpful to classify the failure modes and to determine the probabilities of each class. For example,
the gateway may be unavailable 0.01% of the time due to processor failure and 0.03% due to
software failure.



Notas:

5

The metrics associated with the three outcomes, namely successful service, error, and unavailability, 
are also called speed, reliability, and availability metrics. It should be obvious that for each service 
offered by the system, one would have a number of speed metrics, a number of reliability metrics, 
and a number of availability metrics. Most systems offer more than one service, and thus the number 
of metrics grows proportionately.

For many metrics, the mean value is all that is important. However, do not overlook the effect of 
variability. For example, a high mean response time of a timesharing system as well as a high 
variability of the response time both may degrade the productivity significantly. If this is the case, 
you need to study both of these metrics.

In computer systems shared by many users, two types of performance metrics need to be considered: 
individual and global. Individual metrics reflect the utility of each user, while the global metrics 
reflect the systemwide utility. The resource utilization, reliability, and availability are global metrics, 
while response time and throughput may be measured for each individual as well as globally for the 
system. There are cases when the decision that optimizes individual metrics is different from the one 
that optimizes the system metric. For example, in computer networks, the performance is measured 
by throughput (packets per second). In a system where the total number of packets allowed in the 
network is kept constant, increasing the number of packets from one source may lead to increasing 
its throughput, but it may also decrease someone else’s throughput. Thus, both the systemwide 
throughput and its distribution among individual users must be studied. Using only the system 
throughput or the individual throughput may lead to unfair situations.

Given a number of metrics, use the following considerations to select a subset: low variability, 
nonredundancy, and completeness. Low variability helps reduce the number of repetitions required 
to obtain a given level of statistical confidence. Confidence level that are ratios of two variables 
generally have a larger variability than either of the two variables and should be avoided if possible.
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Given a number of metrics, use the following considerations to select a subset: low variability, 
nonredundancy, and completeness. 

Low variability helps reduce the number of repetitions required to obtain a given level of statistical 
confidence. Confidence level that are ratios of two variables generally have a larger variability than 
either of the two variables and should be avoided if possible.

If two metrics give essentially the same information, it is less confusing to study only one. This is not 
always obvious, however. For example, in computer networks, the average waiting time in a queue is 
equal to the quotient of the average queue length and the arrival rate. Studying the average queue 
lengths in addition to average waiting time may not provide any additional insights.

Finally, the set of metrics included in the study should be complete. All possible outcomes should be 
reflected in the set of performance metrics. For example, in a study comparing different protocols on 
a computer network, one protocol was chosen as the best until it was found that the best protocol led 
to the highest number of premature circuit disconnections. The probability of disconnection was then 
added to the set of

performance metrics.
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Depending upon the utility function of a performance metric, it can be categorized into three classes:

• Higher is Better or HB. System users and system managers prefer higher values of such metrics. 
System throughput is an example of an HB metric.

• Lower is Better or LB. System users and system managers prefer smaller values of such metrics. 
Response time is an example of an LB metric.

• Nominal is Best or NB. Both high and low values are undesirable. A particular value in the middle 
is considered the best. Utilization is an example of an NB characteristic. Very high utilization is 
considered bad by the users since their response times are high. Very low utilization is considered 
bad by system managers since the system resources are not being used. Some value in the range of 
50 to 75% may be considered best by both users and system managers.
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Consider the problem of comparing two different congestion control algorithms for computer 
networks. A computer network consists of a number of end systems interconnected via a number of 
intermediate systems. The end systems send packets to other end systems on the network. The 
intermediate systems forward the packets along the right path. The problem of congestion occurs 
when the number of packets waiting at an intermediate system exceeds the system’s buffering 
capacity and some of the packets have to be dropped.

The system in this case consists of the network, and the only service under consideration is that of 
packet forwarding. When a network user sends a block of packets to another end station called 
destination, there are four possible outcomes:

1. Some packets are delivered in order to the correct destination.

2. Some packets are delivered out of order to the destination.

3. Some packets are delivered more than once to the destination (duplicate packets).

4. Some packets are dropped on the way (lost packets).
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For packets delivered in order, straightforward application of the time-rate-resource metrics produces the
following list:
1. Response time: the delay inside the network for individual packets.
2. Throughput: the number of packets per unit of time.
3. Processor time per packet on the source end system.
4. Processor time per packet on the destination end systems.
5. Processor time per packet on the intermediate systems.
The response time determines the time that a packet has to be kept at the source end station using up its memory
resources. Lower response time is considered better. The throughput is the performance as seen by the user.
Larger throughput is considered better.
5. The variability (variance) of the response time is also important since a highly variant response results in
unnecessary retransmissions.
6. the probability of out-of-order arrivals :Out-of-order packets are undesirable since they cannot generally be
delivered to the user immediately. In many systems, the out-of-order packets are discarded at the destination end
systems. In others, they are stored in system buffers awaiting arrival of intervening packets. In either case, out-
of-order arrivals cause additional overhead.
7. Probability of duplicate packets: Duplicate packets consume the network resources without any use
8. The probability of lost packets: Lost packets are undesirable for obvious reasons.Excessive losses result in
excessive retransmissions and could cause some user connections to be broken prematurely.
The network is a multiuser system. It is necessary that all users be treated fairly. Therefore, fairness was added
as the eleventh metric. It is defined as a function of variability of throughput across users. For any given set of
user throughputs (1, 2,..., n), the following function can be used to assign a fairness index to the f(1, 2,...,
n) function. The fairness index always lies between 0 and 1. If all users receive equal throughput, the fairness
index is 1. If only k of the n users receive equal throughput and the remaining n – k users receive zero
throughput, the fairness index is k/n. For other distributions also, the metric gives intuitive fairness values.
After a few experiments, it was clear that throughput and delay were really redundant metrics. All schemes that
resulted in higher throughput also resulted in higher delay. Therefore, the two metrics were removed from the
list and instead a combined metric called power, which is defined as the ratio of throughput to response time,
was used. A higher power meant either a higher throughput or a lower delay; in either case it was considered
better than a lower power.
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For each performance study, a set of performance criteria or metrics must be chosen.
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Response time is defined as the interval between a user’s request and the system response, as shown 
in the Figure. This definition, however, is simplistic since the requests as well as the responses are 
not instantaneous.
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The users spend time typing the request and the system takes time outputting the response, as

shown in Figure 3.2b. There are two possible definitions of the response time in this case. It can be 
defined as

either the interval between the end of a request submission and the beginning of the corresponding 
response

from the system or as the interval between the end of a request submission and the end of the 
corresponding

response from the system. Both definitions are acceptable as long as they are clearly specified. The 
second definition is preferable if the time between the beginning and the end of the response is long. 
Following this definition, the response time for interactive users in a timesharing system would be 
the interval between striking the last return (or enter) key and the receipt of the last character of the 
system’s response.

For a batch stream, responsiveness is measured by turnaround time, which is the time between the

submission of a batch job and the completion of its output. Notice that the time to read the input is 
included in

the turnaround time.

The time between submission of a request and the beginning of its execution by the system is called 
the reaction time. To measure the reaction time, one has to able to monitor the actions inside a 
system since the beginning of the execution may not correspond to any externally visible event. For 
example, in timesharing systems, the interval between a user’s last key stroke and the user’s process 
receiving the first CPU quantum

would be called reaction time.
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Distributed computer systems are composed of logical processes mapped onto a number oo d
physical computing resources. A request tipically requires the uses of a sequence of these logica
processes. The time it takes at each stage to process the transaction adds up to the response time
observed by the user that initiated the transaction. Users are often concerned with end-to-end-
response time. The process with the longest rocessing time is a key determinant of the response time.
It is given a special name of the bottleneck.

The view of the user is not far removed from that of the computer performnce analyst in that both
aim to reconcile the transaction response time with the presence of system bottlenecks. In general,
both the users and the analyst like to know the processing times for each of the sequential software
component that process the database transaction during it proccess through the system. On average,
the sum of this processing times should be equal to the measured end-to-end response time for the
transaction type, within some prescribed tolerance.

Since many transactions can be processed simultaneosly at each stage, there exists the possibility of
contention among these transaction at each queueing center. The processing time at each stage is
then given by the sum of the time the transaction request waits to obtain the necessary processing
resources plus the time it actually takes to get processed when it owns the resource. Cleary, the more
heavily loaded the system, the longer the queues wil tehnd to be and therefore the longer time spente
each stage.

The end-to-end response time is the sumof all these processing time (more formally, residence times)
and depends of the queue length at each stage.
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The response time of a system generally increases as the load on the system increases. The ratio of 
response time at a particular load to that at the minimum load is called the stretch factor. For a 
timesharing system, for example, the stretch factor is defined as the ratio of the response time with 
multiprogramming to that without multiprogramming.
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Throughput is defined as the rate (requests per unit of time) at which the requests can be serviced 
by the

system. For batch streams, the throughput is measured in jobs per second. For interactive systems, 
the

throughput is measured in requests per second. For CPUs, the throughput is measured in Millions of 
Instructions Per Second (MIPS), or Millions of Floating-Point Operations Per Second (MFLOPS). 
For networks, the throughput is measured in packets per second (pps) or bits per second (bps). For 
transactions processing systems, the throughput is measured in Transactions Per Second (TPS).

For computer networks, the nominal capacity is called the bandwidth and is usually expressed in 
bits per second.
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The throughput of a system generally increases as the load on the system initially increases. After a 
certain load, the throughput stops increasing; in most cases, it may even start decreasing, as shown in 
teh figure. The maximum achievable throughput under ideal workload conditions is called nominal 
capacity of the system. For computer networks, the nominal capacity is called the bandwidth and is 
usually expressed in bits per

second. Often the response time at maximum throughput is too high to be acceptable. In such cases, 
it is more interesting to know the maximum throughput achievable without exceeding a prespecified 
response time limit. This may be called the usable capacity of the system. In many applications, the 
knee of the throughput or the response-time curve is considered the optimal operating point. As 
shown in Figure 3.3, this is the point

beyond which the response time increases rapidly as a function of the load but the gain in throughput 
is small.

Before the knee, the response time does not increase significantly but the throughput rises as the load 
increases. The throughput at the knee is called the knee capacity of the system. It is also common to 
measure capacity in terms of load, for example, the number of users rather than the throughput. Once 
again, it is a good idea to precisely define the metrics and their units before using them in a 
performance evaluation project.
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The ratio of maximum achievable throughput (usable capacity) to nominal capacity is called the 
efficiency. For example, if the maximum throughput from a 100-Mbps (megabits per second) Local 
Area Network (LAN) is only 85 Mbps, its efficiency is 85%. The term efficiency is also used for 
multiprocessor systems. The ratio of the performance of an n-processor system to that of a one-
processor system is its efficiency, as

shown in the figure. The performance is usually measured in terms of MIPS or MFLOPS.
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The utilization of a resource is measured as the fraction of time the resource is busy servicing 
requests. Thus this is the ratio of busy time and total elapsed time over a given period. The period 
during which a resource is not being used is called the idle time. System managers are often 
interested in balancing the load so that no one resource is utilized more than others. Of course, this is 
not always possible. 

Some resources, such as processors, are always either busy or idle, so their utilization in terms of 
ratio of busy time to total time makes sense. For other resources, such as memory, only a fraction of 
the resource may be used at a given time; their utilization is measured as the average fraction used 
over an interval.
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The words fault, error and failure have a plethora of definitions in the literature:

A fault is a deviation of the behavior of a system from the authoritative specificaction of its behavior. A
hardware fault is a physical change in hardware that cause the system to change ist behavior in an
undesirable way. A software fault is a mistake (bug) in the code. A procedural fault consist of a mistake by
a person in carrying out some procedure. An environmental fault is a desviation from expected behavior of
the world outside the computer system, electric power interruption is an example.

An error is an incorrect state of hardware, software or data resulting from a component failure, a software
bug, physical interference from the enviroment, an operator mistake, or incorrect design. An error is,
therefore, that part of the system state which is liable to lead to failure. Upon ocurrence, a fault creates a
latent error, which becomes effective when it is activated, leading a failure. If never activated, the latent
error never becomes effective.

A failure is the external manifestation of an error within a program or dato structure. That is , a failure is
the external efect of the error, as seen by a (human or physical device) user, or by another program.

Mean time between failures MTBF (θ) is the sum of the operational periods divided by the number of
observed failures. If the "Down time" refers to the start of "downtime" and "up time" refers to the start of
"uptime", the formula will be:

MTBF= ∑(Start of downtime – Start of uptime)/Number of failure

Mean Time To Failure (MTTF): An estimate of the average, or mean time until a design's or component's
first failure, or disruption in the operation of the system. Mean time until a failure assumes that the product
CAN NOT be repaired and the product CAN NOT resume any of it’s normal operations.

Mean time to repair (MTTR): It represents the average time required to repair a failed system.
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The reliability R(t) of a device or system is the conditional probability that the devive or system has 
survived the interval [0,t], given that it was operating at time 0. reliability is often given in terms of 
the failure rate (t) or the mean time to failure mttf.

If the failure time is constant,  mttf= 1/ .
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The availability A(t) of a system is the probability that the system is operational at the instant t. For 
no repairable systems , availability and reability are equal. For repairable systems, they are not.

The mantainnability M(t) of a suystem is the conditional probability that the system wilbe restored to 
operational effectiveness by time t, given that it was not functioning at time 0. Maintaibility if often 
given in terms of the repair rate (t).

The saety S(t) of a system is te conditional probability that the system has not encountered a 
catastrophic failure by time t, given that threre was no catastrophic failure at time 0.

Unfortunately, the term reliability has both a specific and a broad meaning. The specific meaning is 
given earlier in this secction. The broader use is a general term for (specific) reliability, availability 
maintainability and safety, as defined above. 
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the term availability has the following meanings:

•The degree to which a system, subsystem, or equipment is in a specified operable and committable 
state at the start of a mission, when the mission is called for at an unknown, i.e.,a random, time. 
Simply put, availability is the proportion of time a system is in a functioning condition. This is often 
described as a mission capable rate. Mathematically, this is expressed as 1 minus unavailability.

•The ratio of (a) the total time a functional unit is capable of being used during a given interval to (b) 
the length of the interval. 

For example, a unit that is capable of being used 100 hours per week (168 hours) would have an 
availability of 100/168. However, typical availability values are specified in decimal (such as 
0.9998). In high availability applications, a metric known as nines, corresponding to the number of 
nines following the decimal point, is used. In this system, "five nines" equals 0.99999 (or 99.999%) 
availability.
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Cuando se considera reliability, availability and safety are used a wider variety of models. There are 
two major reasons for this: differences in kind and in degree among faults.reliability, availability and 
safety; and differences in kind an degree among the varieties of faults. 

The operational reliability of a nonrepairable system is much easier than the case os a repairable 
system. 

There are many overlaps in modeling techniques as well as many differences. Consequently, the 
analyst needs to be familiar with several techniques. Three are described here: Reliability block 
diagrams, fault trees, and Markov models. The description are necessary simplifieds.

Reliability modeling generally requires computer assistence.
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Reliability Block diagrams are easy to construct and analyze, and are completely adequate for many 
cases involving the operational realiability of simple systems. 

We consider a system S composed of n component S1,S2, Sn. Each component will continue to 
operate until it fails; reapair is not carried out. The question is: what is the reliability of the entire 
system?.

Let us suppose that component Cj has a constant failure rate j (and therefore a MTTF=1/ j )

In the reliabilty block diagram, block represent components. These are connected together to 
represent failure dependencies. 

If the failure of any of a set of components will cause the system to fail, a series connection is 
appropiated.

If the system will fail only if all component fail, a parallel connection is appropiated. More complex 
topologies are olso possible.
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The fault tree is developed by successively break down events into lower-level events that generate
the upper level event, the tree is an extended form o and-or tree. In the diagram, the Event E1 occurs
only if both of events E2 and E3 occur. E2 can occur if either of E4 or E5 occur. Event E3 will occur
if any two E4 orE5 occur. Event E3 will occur if any two of E6,E7 and E8 occur.

The faut tree is expanded to righ until events are reached whose probability can be given directly.
Note the assumption that the occurrence of the events at the righ side of the tree are mutuallly
independent. In may cases, the actual probabilities of these events are estimated.

The fault tree can be evaluated from righ to left. Consider the tree in the figure, y which the righ
events are not replicated. Suppose pj(t) denotes te probability that event Ej will occur by time t, and
we wish to evaluate and AND node. Here, p1(t)=p2(t)p3(t); probabilities at AND nodes multiply.

If we have an OR node, s shown the figure, we have p2(t)=1-(1-p5(t))(1-p4(t).

Generalization to AND and OR node represents a boolean combination of AND and OR nodes, with
more than two events should ne clear, so its evaluation is straightfoward, through tedious.



Notas:

31

In the reliability models based on Markov Models, the state represents knowledge of which
components are operational an which are being repaired (if any).

Systems ehose components are repairable, and systems where component failures have interactions,
are usually modeled directly by Markov models cith cycles.

Let us begin with a system which contains three CPUs. Only one is required for operation, the other
two provide redundancy. Only one repair station is available, so even if more than one CPU is down,
repairs happen one at a time. If state k is used to mean “k CPU are operating” the Markov model is
shown in the Figure.
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A variety of scalability metrics have been developed for

massively parallel computation, to evaluate the effectiveness

of a given algorithm running on different sized

platforms, and to compare the scalability of algorithms.

These metrics assume that the program runs by itself, on a

set of k processors with a given architecture, and that the

completion time T measures the performance.

Three related kinds of metrics have been reported: speedup metrics, efficiency metrics, and 
scalability metrics.

The following definitions give the flavor of the proposed metrics, although there are variations in 
detail among different authors:

. Speedup S measures how the rate of doing work increases with the number of processors k, 
compared to one processor, and has an ideal linear speedup value of S(k)=k.

. Efficiency E measures the work rate per processor (that is, E(k)=S(k)/k), and has an ideal value of 
unity.

. Scalability ψ(k1; k2). from one scale k1 to another scale k2 is the ratio of the efficiency figures for 
the two cases, ψ(k1; k2)=E(k2).=E(k1). It also has an ideal value of unity. 

A typical metric is the fixed size speedup, in which the scaled-up base case has the same total 
computational work, and the speedup S is the ratio of the completion times (i.e., S.k. . T.1.=T.k.).



Notas:

35

One problem performance analysts are faced with repeatedly is that of specifying performance 
requirements for a system to be acquired or designed. A general method to specify such requirements 
is presented in this section and is illustrated with a case study.To begin, consider these typical 
requirement statements:

“The system should be both processing and memory efficient. It should not create 
excessive overhead.”

“There should be an extremely low probability that the network will duplicate a 
packet, deliver a packet to the wrong destination, or change the data in a packet”.

These requirement statements are unacceptable since they suffer from one or more of the following 
problems:

1. Nonspecific: No clear numbers are specified. Qualitative words such as low, high, rare, and 
extremely small are used instead.

2. Nonmeasurable: There is no way to measure a system and verify that it meets the requirement. 

3. Nonacceptable: Numerical values of requirements, if specified, are set based upon what can be 
achieved or what looks good. If an attempt is made to set the requirements realistically, they turn out 
to be so low that they become unacceptable.

4. Nonrealizable: Often, requirements are set high so that they look good. However, such 
requirements may not be realizable.

5. Nonthorough: No attempt is made to specify a possible outcomes.
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Consider the problem of specifying the performance requirements for a high-speed LAN system. A 
LAN basically provides the service of transporting frames (or packets) to the specified destination 
station. Given a user request to send a frame to destination station D, there are three

categories of outcomes: the frame is correctly delivered to D, incorrectly delivered (delivered to a 
wrong destination or with an error indication to D), or not delivered at all.
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1. Speed: If the packet is correctly delivered, the time taken to deliver it and the rate at which it is 
delivered are important. This leads to the following two requirements:

(a) The access delay at any station should be less than 1 second.

(b) Sustained throughput must be at least 80 Mbits/sec.
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2. Reliability: Five different error modes were considered important. Each of these error modes 
causes a different amount of damage and, hence, has a different level of acceptability. The 
probability requirements for each of these error modes and their combined effect are specified as 
follows:

(a) The probability of any bit being in error must be less than 10-7.

(b) The probability of any frame being in error (with error indication set) must be less than 1%.

(c) The probability of a frame in error being delivered without error indication must be less than

10-15.

(d) The probability of a frame being misdelivered due to an undetected error in the destination

address must be less than 10-18.

(e) The probability of a frame being delivered more than once (duplicate) must be less than 10-5.

(f) The probability of losing a frame on the LAN (due to all sorts of errors) must be less than

1%.
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3. Availability: Two fault modes were considered significant. The first was the time lost due to the 
network reinitializations, and the second was time lost due to permanent failures requiring field 
service calls. The requirements for frequency and duration of these fault modes were specified as 
follows:

(a) The mean time to initialize the LAN must be less than 15 milliseconds.

(b) The mean time between LAN initializations must be at least 1 minute.

(c) The mean time to repair a LAN must be less than 1 hour. (LAN partitions may be operational 
during this period.)

(d) The mean time between LAN partitioning must be at least half a week.


